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Automation saves projects.



Projects that save lives.



Therefore…



Automation saves lives.

















Requirements
•   Redundant communications channels, wifi, cell, mesh-network


•   Realtime information on the incident


•   Offline maps


•   Offline documentation, site reports, building information, photos


•   Offline hazard and useful information about the area around the vehicle and incident


•   Allow firefighters to update and create site and hazard information and also attach media


•   Track appliance (firetruck) and firefighter status


•   Be a hub for an incident


•   Ultra secure, multiple layers of encryption, conforms to SIS and Police security standards





On truck stack

GIT Ansible Docker

.NET Core MongoDB Redis



Turns out a firetruck isn’t a server in 
a datacenter



What if an incident happens during an 
update?



What happens if an update fails?



How do we manage 1,000 or more trucks?



How do we manage vehicles which may be 
offline for months at a time?



How do we keep this secure?



How do we iterate quickly?



Automation!



Continuous Delivery and 
Orchestration

•  Only update when appliance (firetruck) is in it’s home 
station


•  Don’t update if appliance (firetruck) is moving or has its 
lights on


•  Blue/Green updates


•  Always able to roll-back to known good state


•  Health probes also look at temperature and power usage



P

Pipeline

Azure container registry

Playbooks stored in git

Automated tests and build pipeline

ansible-pullCustom orchestrator



P

Blue/Green deployment

Custom orchestrator

Sync service Encryption 
Service

IOT Hub 
Listener Redis Mongo

File API UDP Listener Sync service GPS Listener CAN Bus 
Listener

Sync service Encryption 
Service

IOT Hub 
Listener Redis Mongo

File API UDP Listener Sync service GPS Listener CAN Bus 
Listener
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Blue/Green deployment
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There were problems



It overheated 





ME BOSS

“So, I suppose 
we’re not 

doing offline 
then?”

“We sure are, 
it’s a core 

requirement.”



ME BOSS

“But we’ve 
lost our offline 

hardware.”

“Is that a 
problem?”



ME BOSS

“I suppose we 
can buy 

something off 
the shelf.”

“We don’t have 
the budget.”



ME BOSS

“A Raspberry 
PI?”

“Am I not being 
clear?”



ME BOSS

“Let me get 
this straight, 
we have no 

money.”

“Nope.”



ME BOSS

“And we’ve 
lost 

capability.”

“Yep.”



ME BOSS

“But we have 
the same 

requirements?”

“And the same 
deadlines.”



ME BOSS

“Oh S#@!”
“You have two 

weeks.”



MVP Requirements
•   Redundant communications channels, wifi, cell, mesh-network


•   Realtime information on the incident


•   Offline maps


•   Offline documentation, site reports, building information, photos


•   Offline hazard and useful information about the area around the vehicle and incident


•   Allow firefighters to update and create site and hazard information and also attach media      
(online)


•   Track appliance (firetruck) and firefighter status


•   Be a hub for an incident


•   Ultra secure, multiple layers of encryption, conforms to SIS and Police security standards
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• Search through millions of records to find and display hazard information in the 
area around the truck to the tablets


• Real time


• Can’t use too many resources (can’t impact comms)


• Built with the technology on the MG90, there’s no package management


• Secure and encrypted conforming to the standards of the SIS and Police


• Offline (of course)

Hazard search



GEO RADIUS SEARC

Hazard search



Hazard search



GEO RADIUS SEARC

Hazard search



GEO RADIUS SEARC

Hazard search



GEO RADIUS SEARC

Hazard search



GEO RADIUS SEARC

Hazard search



GEO RADIUS SEARC

Continuous Delivery



Stack

GIT Ansible Docker

.NET Core MongoDB Redis



Stack

GIT Ansible Docker

.NET Core MongoDB Redis

Java rsync

Rust .sh

On Azure On Truck



• Automation gives us the flexibility to change


• Automation gives us the flexibility to grow


• Creativity can solve any problem


• You can solve new problems with old technology


• Sometimes the only way to get buy in is to just do it


• Fire appliances put out real fires, but automation can help us put out technical ones

Lessons:



THANKS!


